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Abstract 

 
This paper presents a multiphysics modelling 

framework developed for the prediction of the three- 

dimensional transient temperature field of the laser 

welding process. The numerical model consists of two 

studies. In the first study, a steady-state CFD process 

simulation of full-penetration keyhole laser beam 

welding was performed. Considering the effects of, 

thermo-capillary and natural convection, latent heat of 

fusion and temperature-dependent material properties 

up to evaporation temperature the local weld pool 

geometry and temperature field were obtained. These 

results were used in the second subsequent study as an 

equivalent volumetric heat source by the prediction of 

the transient thermal cycle during and after fusion 

welding. Here the energy input and the movement of 

the heat source were realized by a novel technique, 

making use of pointwise constraints and a moving 

mesh provided with helper lines and additional 

remeshing condition. The numerically calculated 

results were compared to experimentally observed 

weld pool shapes and time-temperature curves 

showing a very good agreement. 
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1. Introduction 

 
In recent years, the number of the possible 

industrial applications of the laser deep penetration 

welding has grown significantly. Due to the available 

laser power of up to 100 kW for solid state lasers, a 

single pass welding of steel plates with a thickness of 

up to 50 mm was made possible [1, 2]. Thus, the laser 

beam welding could be used by the fabrication of 

crane construction, shipbuilding, high pressure and 

vacuum vessels and much more. The advantages of the 

laser beam welding in contrast to the conventional 

multi-pass arc welding methods, in particular, the low 

heat input and the high reachable welding speeds, are 

mainly responsible for the extension of its application 

range. The deep penetration welding is enabled by the 

use of high power laser beams and the formation of the 

so-called keyhole [3]. This narrow and deep vapor 

cavity is formed by the vaporization of the molten 

metal allowing higher energy absorption and deeper 

penetration. A schematic bead-on-plate laser beam 

welding process is shown in Figure 1. The complex 

physics behind the laser-material interaction makes 

the understanding of the laser process and the setting 

of the relevant process parameters very challenging. 

For this reason, numerical tools, such as the Finite-

Element-Method (FEM) have been used to estimate 

the major effects and consequences, such as melt pool 

geometry and temperature profile, of the laser welding 

process. The influence of the temperature distribution 

on the metallurgical changes and the thermal 

expansion makes it the most important factor, defining 

the final material properties, residual stresses and 

distortions of the specimen. Thus, the prediction of the 

transient thermal cycle is an essential part of the 

solution of any technically demanding joining task. 

There are two standard methods for the numerical 

description of the heat transfer. The more common and 

practical one is the heat source model. The energy 

input here is controlled by adapting a certain set of 

parameters to achieve good agreement between 

experimental and numerical results. The other, more 

sophisticated method, the so-called self-consistent 

model, considers the most important physical 

phenomena responsible for the heat transfer. Thus the 

calibration effort is minimized.  

Figure 1. Schematic bead-on-plate laser beam welding 

process according to [4] 
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The earliest fundamental numerical work 

investigating the heat transfer by a simple analytical 

moving point heat source can be followed back to the 

early 1940s [5]. Modern heat source models such as 

the three-dimensional conical Gaussian and the 

Goldak double ellipsoidal heat source are currently 

used in the laser welding simulation for a realistic and 

accurate prediction of the thermal cycle [6, 7]. An 

advantage of this kind of modelling is the possible 

combination of the various heat sources, which allows 

to perfectly match the experimental results. At the 

other hand, the number of calibration parameters 

grows with any arbitrary combination of different heat 

sources and leads also to an increase in the calibration 

expense and computation time [8].  

The main difficulties here are the choice of the heat 

source and the calibration of the corresponding 

parameters, which leads to the concept of the 

equivalent heat source approach. The equivalent heat 

source is defined by the melt pool geometry.  This can 

be obtained from a thermodynamical simulation and 

calibrated with an additional experimental weld. In [9] 

a two-dimensional model with an equivalent heat 

source which is moved through the cross sectional 

model of the joint can be found. In both cases of 

modelling with a heat source model, the impact of 

some phenomena, such as vaporization, on the heat 

transfer is missing. 

At present, due to the steadily rising computer 

performance, self-consistent numerical simulations, 

considering not only the effects of the heat transfer and 

the fluid flow, but also these of the energy absorption, 

laser reflection, and vaporization, have been 

performed. The coupling of these phenomena makes 

the description of the self-consistent keyhole evolution 

possible and gives researchers and engineers a better 

understanding of the deep penetration keyhole laser 

welding [10, 11]. Besides that, the evaluation of the 

results obtained with such models is limited through 

the complex interactions of the considered physical 

aspects making their interpretation ambiguous. This 

kind of modelling is more time consuming and 

requires large computational resources. Thus and 

through its complexity, this simulation method 

remains challenging. 

This paper presents a modelling framework used to 

obtain an equivalent volumetric heat source and 

calculate the three-dimensional transient thermal cycle 

of the laser beam welding process. It has the advantage 

to predict a very accurate equivalent heat source in an 

admissible computing time of fewer than 24 hours by 

maintaining the physical reasons needed to predict the 

temperature distribution of the specimen. The model 

is calibrated by adapting the geometry of the keyhole, 

which is the single calibration parameter needed. It 

takes into account the most important physical 

phenomena, such as Marangoni convection at the 

upper and lower weld pool surfaces, natural 

convection due to the density variations, latent heat of 

the solid-liquid phase transition and temperature-

dependent material properties up to evaporation 

temperature. The equivalent volumetric heat source is 

calculated and calibrated in a steady-state CFD 

(Computational Fluid Dynamics) simulation and 

thereafter used to obtain the thermal history of the part. 

The numerical model allows an accurate 

determination of both the stationary and the transient 

temperature distribution in and around the melt pool. 

The calculated numerical results show good 

correlation with the experimentally obtained melt pool 

shapes and time-temperature curves. 

 

2. Numerical Model  
 

The numerical modeling with COMSOL 

Multiphysics was divided into two steps. The first 

study step was the steady-state CFD simulation of the 

weld pool. The dependent variables for the fluid flow 

and the temperature field were computed with the 

Non-Isothermal Flow Interface (NITF). The 

computational domain of the CFD study was placed 

inside the domain of the second study.  The geometry 

and the computational meshes can be seen in Figure 2. 
In the second study step, the Heat Transfer in Solids 

Interface (HT) was used for the prediction of the 

transient thermal cycle.  

Figure 2. Geometry and meshing of the computational 

domains. a) represents the HT domain, b) the CFD domain 

and c) the enlarged vicinity of the fixed keyhole geometry 
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A pointwise constraint was applied to the nodes 

belonging to the CFD domain to prescribe their 

temperatures with the corresponding temperatures 

calculated in the first study step. After that the CFD 

domain was moved through the specimen by a moving 

mesh approach, making use of the Deformed 

Geometry Interface. Additionally, helper lines and an 

automatic remeshing option were added to provide 

better deformation of the mesh. By known 

deformation at the ends of the helper lines, the 

Laplace’s equation was solved giving the deformation 

of the nodes along these lines. Thus a smoother mesh 

deformation was achieved. The Laplace’s equation 

was implemented via the Coefficient Form Edge PDE 

(Partial Differential Equation) and the Coefficient 

Form Boundary PDE from the PDE Interface. Both 

domains represents just one-half of the real part to be 

modelled, exploiting the symmetry along the weld. For 

the discretization of the computational domains 

tetrahedral and triangular elements were used. The 

CFD domain was discretized by 1.5 millions linear 

finite elements and the HT domain by about 105.  An 

element increase of about 10% after the remeshing 

was noticed. The degrees of freedom could be limited 

to around 2 millions in the CFD simulation. Here the 

dependent variables were separated and solved in seg- 

 

                                                                               

regated groups with the less memory intensive 

iterative multigrid approach. The visualization of the 

dependent variables and the coupling between the 

single physics is shown in Figure 3, where 𝐮, 𝑇, 𝜆,
𝐶p, 𝜌, 𝛾  and 𝜇 are the flow velocity, temperature, 

thermal conductivity, heat capacity, mass density, 

surface tensions and dynamic viscosity respectively. 

The temperature dependent material properties used in 

the model are summarized in Table 1. Figure 4 

visualizes the thermo-physical properties normalized 

by the corresponding values of the variables at the 

melting temperature. The set-up of the segregated 

solver can be seen in the flowchart of the multi-physics 

modelling framework in Figure 5.  

 

2.1 Assumptions  

     
For numerical reasons and time efficiency the 

problem statement was simplified and contains only 

the most important physical aspects of the fluid flow 

and the heat transfer.  

Material property Symbol Value Unit 

Melting temperature 𝑇melt 1800 K 

Melting interval 𝑇melt ± 𝛿𝑇 1800 ± 35 K 

Evaporation temperature 𝑇evap 3100 K 

Latent heat of fusion 𝐻f 2.47 ⋅ 105  J kg−1 

Marangoni coefficient 𝜕𝛾/𝜕𝑇 −4.3 ⋅ 10−4 N m−1 K−1 

Coefficient of thermal Expansion 𝛽 1.5 ⋅ 10−5 K−1 

Heat transfer coefficient (air) ℎ 15 W m−2 K−1 

             Material properties at  𝑻𝐦𝐞𝐥𝐭 

Mass density 𝜌 7850 kg m−3 

Dynamic viscosity 𝜂 6.2 ⋅ 10−3 Pa ⋅ s 

Thermal conductivity 𝜆 32 W m−1 K−1 

Heat capacity 𝑐p 707 J kg−1 K−1 

Apparent heat capacity     𝑐p
app

 4618 J kg−1 K−1 

Table 1. Material properties used in the simulation [12-14] 

Figure 3. Interactions between the single physics 
Figure 4. Thermo-physical properties used in the model 

taken from [12-14] 
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The basic assumptions are given as follows: 

 

 Steady-state approach 

 Fixed free surface and keyhole geometries 

 Adapted size of the CFD domain to fulfil the 

adiabatic boundary condition on the rear 

wall, see Figure 6 

 A turbulent flow pattern, described by the 

Reynolds-averaged Navier-Stokes (RANS) 

equations with the standard 𝜅 − 𝜀 model 

 Density deviations were modelled by the 

Boussinesq approximation [15] 

 Latent heat of the solid-liquid phase change 

was modelled with the apparent heat capacity 

method [16] 

 Solidification was modelled by the Carman-

Kozeny equations [17] 

 

 

2.2 Governing Equations 

 
The governing equations representing the 

conservation of mass, momentum and energy as well 

the equations of the turbulence model used for the 

description of the problem were taken as they are 

implemented in the commercial finite element 

software COMSOL Multiphysics. In the following, 

the modifications and extensions applied in the model 

will be given. 

 

 The source term 𝐅 in the momentum 

conservation reads:  

 

𝐅 = 𝜌𝐠𝛽(𝑇 − 𝑇melt) − 𝑐1

(1 − 𝑓L)2

𝑓L
3 + 𝑐2

 (𝐮 − 𝐮𝐰𝐞𝐥𝐝).  

 

This equation takes into account the buoyancy force 

(first term) and describes the solidification behavior of 

the melt (second term). Here 𝛽 and 𝐠 are the 

coefficient of thermal expansion and the gravitational 

constant. 𝑐1 and 𝑐2 are computational constants and 𝑓L 
denotes the liquid fraction. The liquid fraction was 

defined as a piecewise function: 

 

𝑓L = {

0
𝑇 − 𝑇sol

𝑇liq − 𝑇sol

 

1

      

𝑇 < 𝑇sol

𝑇sol ≤ 𝑇 ≤ 𝑇liq

𝑇 > 𝑇liq

.   

 

 The Kays-Crawford heat transfer turbulence 

model was used to account for the turbulent 

heat conductivity. 

 

 The latent heat of fusion was modelled by the 

apparent heat capacity method as follows: 

 

𝐶p
app

= 𝐶p
0 +

exp [− (
𝑇 − 𝑇melt

𝛿𝑇
)

2

]

√𝜋𝛿𝑇
⋅ 𝐻f.   

 

Here 𝛿𝑇 = 35 K is the temperature range within the 

amount of latent heat 𝐻f is uniformly released. 

 

 The displacement of the helper lines was 

calculated with the Laplace’s equation:  

 

𝜕2 (
𝜕𝑥𝑖

𝜕𝑡
)

𝜕𝑋2
+

𝜕2 (
𝜕𝑥𝑖

𝜕𝑡
)

𝜕𝑌2
+

𝜕2 (
𝜕𝑥𝑖

𝜕𝑡
)

𝜕𝑍2
= 0.    

 

The uppercase 𝑋, 𝑌 and 𝑍 represent here the original 

positions of the helper lines, 𝑥, 𝑦 and 𝑧 the positions 

after deformation and 𝑥𝑖 = (𝑥, 𝑦, 𝑧).  

Figure 5. Flowchart of the multi-physics simulation 

Figure 6. Boundary conditions for the CFD simulation 
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2.3 Boundary conditions  
 

The boundary conditions used in the CFD 

simulation can be taken from Figure 6. They were also 

used in similar studies, see [18, 19]. Here the energy 

input was assured by setting the temperature of the 

keyhole surface to the evaporation temperature of the 

material.  The keyhole was chosen to be a right circular 

cone with a top radius of 0.41 mm and a bottom radius 

of 0.26 mm and was excluded from the geometry. The 

free slip condition on the keyhole surface and on the 

upper and lower side of the part prevented a fluid flow 

in the normal direction. On the upper and lower 

surface of the plate, a Marangoni boundary condition 

was applied to consider the fluid flow due to the 

temperature-dependent surface tension. The welding 

speed was set to 2 m min-1 and room temperature was 

assumed at the inlet. In Figure 7 the boundary 

conditions for the transient HT simulation can be seen. 

A heat flux 𝑞0 between the exterior surfaces and the 

ambient air was assumed: 

 

−𝑛 ⋅ (−𝜆∇𝑇) = 𝑞0,   
 

where 𝑞0 = ℎ(𝑇0 − 𝑇) W m−2 and h (heat transfer 

coefficient) of 15 W m−2 K−1. A continuity boundary 

condition was applied to ensure a smooth heat 

transition between the stationary (destination domain) 

and the deforming domain (source domain):  

 

  −𝑛dst ⋅ (𝜆∇𝑇)dst = 𝑛src ⋅ (𝜆∇𝑇)src   
𝑇dst = 𝑇src . 

 

In both simulations the symmetry plane was set to 

adiabatic so that no heat flux in normal direction was 

allowed. 

 

3. Experimental set up 
 

For the validation and the calibration of the 

numerical results temperature measurements have 

been done. The positions of the measurements of the 

temperature can be seen in Figure 8. The positions of 

the thermocouples on the bottom side were similar to 

these on the upper side of the plate. The specimen 

thickness was 15 mm. A weld with a length of about 

165 mm was produced. The welding process was 

performed with a low alloyed steel and laser power of 

18 kW. 

 

4. Results 
 

The prediction of an appropriate equivalent heat 

source was the main goal of the present investigation. 

For this the obtained three-dimensional weld pool 

geometry has to be as accurately as possible. The weld 

pool shape is strongly influenced by the Marangoni 

convection on the weld at the upper and lower weld 

pool boundaries. This effect divides the weld pool 

shape into three regions, the lower, middle and upper 

region. Due to the temperature decrease along the weld 

pool an increase of the surface tension on the free 

surfaces of the upper and lower regions is experienced. 

This causes the two vortexes, which transport the melt 

away from the keyhole surface to the edge of the weld 

pool and form the shape of the upper and lower region. 

The effect of the thermocapillary convection can be 

seen in the symmetry plane of the CFD simulation in 

Figure 9. 

Figure 7. Boundary conditions for the HT simulation 

Figure 8. Positions of the measurements of the temperature  

Figure 9. Temperature and velocity field in the symmetry 

plane of the CFD simulation 

melting isotherm 
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The smaller dimensions of the vortex on the lower side 

can be explained by the reduced energy input through 

the conical structure of the keyhole. The effects of the 

natural convection modelled by the Boussinesq 

approximation are noticeable in the velocity field but 

neither of the implemented physical aspects seems to 

be strong enough to influence the fluid flow in the 

middle region. Here the shape of the region is defined 

by the geometry of the keyhole and the welding speed. 

Note also the wake space behind the keyhole caused 

by the flow of the melt around it. For the validation of 

the computed results, the weld pool length defined by 

the black curve (the melting isotherm) in Figure 9 was 

compared to the length of the end crater from the 

experiments. The numerically obtained values of 

about 6.3 mm on the upper and 4.4 mm on the lower 

side agreed very well with the experimental results. 

As next the cross sections were compared. First, a 

range for the experimental data was generated. For this 

all four metallographic cross sections along the weld 

were compared to each other. The broadest and the 

narrowest cross sections were used to define the range 

of the experiments. The simulated cross section was 

obtained as a projection of the melt pool defined by the 

melting temperature. A metallographic cross section 

and the comparison between the numerical and 

experimental results can be seen in Figure 10. The 

observed simulated cross section lies in the range of 

the experimental data and follows their shape. 

Herewith the validation of the dimensions of the three-

dimensional melt pool is finalized so that this can be 

used as an equivalent volumetric heat source in the 

transient HT simulation. The effects of convection do 

not have to be considered in the HT simulation once 

this is done in the CFD model. The HT model takes 

into account heat conduction as the single physical 

phenomena responsible for the heat transfer. By 

prescribing the nodes 

temperatures within the 

CFD domain and moving 

this through the plate the 

energy input was assured. 

Figure 11 shows the 

temperature distribution 

at different times. 

Noticeable here is the 

constant temperature field 

in the prescribed region 

during the process. The 

experimentally observed 

time-temperature curves, 

measured at different 

distances from the weld 

centerline are compared 

to the simulated time-temperature curves in Figure 12. 

Hence the relation between the measured maximum 

temperature and the distance of the thermocouple 

element from the weld centerline is obtained. As 

expected an increase in the distance leads to a decrease 

of the maximum measured temperature on both upper 

and lower side. Note here that the width of the weld 

pool on the lower side is smaller. This is caused by the 

linear decrease of the keyhole radii from the top to the 

bottom. Thus the differences in the maximum 

temperature measured on the lower side by a distance 

of 1.13 mm and on the upper side by a distance of 1.52 

mm is trustworthy. The investigation of the numerical 

and experimental data has shown that the modelling 

framework is able to predict the behavior of the 

thermal cycle very well. 

Figure 10. Metallographic cross section a) and comparison 

of experimental and numerical results  b) 

Figure 11. a) shows the temperature field obtained in the 

CFD simulation. b), c) and d) show the temperature field 

during the process at different times 

a) 

b) 

c) 

d) 

Figure 12. Measured and simulated temperature curves 
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Conclusions 

 
In the present work a modelling framework for the 

calculation of a reliable equivalent heat source, 

defined through the obtained weld pool geometry, and 

the prediction of the thermal behavior during fusion 

welding has been established. It combines the 

advantages of the standard modelling methods and 

reduces both the number of physical aspects to be 

considered and the number of calibration parameters. 

Thus the simulation time (computational time plus the 

time for the calibration effort) was reduced to less than 

one day.  Due to the considered effects of Marangoni- 

and natural convection, latent heat of fusion and 

metallurgical phase changes the information of the 

fluid flow and its influence on the resulting local 

temperature field and consequently on the transient 

thermal cycle was conserved. The obtained thermal 

cycle would allow the coupling of thermomechanical 

and process simulation and the further investigation of 

the complex interactions between fluid flow and local 

stress and strain fields. 
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