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New Bytes of Information in 2010 
Source:  IDC, as reported in The Economist, Feb 25, 2010 
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1 exabyte = 1 million terabytes, 

equivalent to 10 billion copies of 
The Economist 

Global information and available 
storage 

Source: IDC, as reported in The Economist, Feb 25, 2010 
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Source:  Jack Dongarra, Kunle Olukotun, Lance Hammond, Herb Sutter, Burton Smith, Chris Batten, Krste Asanovic, and Kathy Yelick 

Moore’s Law... 

Transistors (in thousands) 

“The era of single processor systems is over; the multi- and many-core 
systems world is here. If you're not ready for this change, there's an IT train 
wreck in your future.                    - HPC Wire 

…a hardware issue just became a software 
problem 
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Parallel Development on Windows 



Parallel Development on Windows 
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Windows HPC Server 2008 R2 
Complete.  Integrated.  Forward Looking. 
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• MPI 

• Long running batch 

• Low latency interactive 

• Parametric Sweep 

• Embarrassingly Parallel 

• Business Critical SOA 

• Excel and ISV apps 

• Job Scheduling 

Policies 

• Deployment 

• Configuration 

• Monitoring 

• Diagnostics 

• Trouble Shooting 

• Diskless & Dual-boot 

• Reporting 

• Performance Tuning 

• Private clouds 

• Public clouds 

• HPC as a service 

• Big Data Analytics 

• Visualization 

• Integrated Workflow 

 

• Integrated IDE 

• MPI Debugger 

• MPI Profiler 

• SOA debugger 

• Task Parallel Library, 

   PLINQ 

• Integrated GPU support 

 

1000s of nodes 

Rivals Linux 



Windows HPC Server 2008 R2 Suite 

Clusters of 

 Commodity Hardware 

HPC Edition 
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Cluster 
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Applications 

Operating  
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http://multicore.amd.com/us-en/AMD-Multi-Core/Partners/Quad-Core.aspx
http://blogs.msdn.com/blogfiles/publicsector/WindowsLiveWriter/MicrosoftEnterpriseServiceBustSOAGuidanc_7941/image_2.png
http://www.microsoft.com/systemcenter/en/us/default.aspx


Windows HPC Server 2008 R2 -
Benefits 

Systems 

Administrators 

Application Users Application 

Developers 

Rapid deployment to very large 
clusters 

Simplified, easy administration 
due to comprehensive, 

integrated management tools 

Reuse of existing Windows 
Server administration skills 

Reduced learning curve due to 
familiar Windows environment  

Single Sign-On, Remote Access, 
Workflow, due to easy 

integration with existing 
infrastructure  

Access to hundreds of 
optimized packaged applications 

Fast development of robust HPC 
cluster applications with 
dedicated cluster tools 

Increase productivity with 
integrated set of parallel and 

cluster development tools 

Reuse of existing development 
skills due to parallelism support 

in .NET 4.0 
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Basic HPC Cluster Topology 

Compute Nodes HPC Clients 

Requests 

Head & Broker Nodes 

Active Directory 

Jobs 

Jobs 

Jobs 
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Cloud 
multiple node 

distributed memory 
on demand capacity 

 



On-premise 

Windows HPC and Cloud 

Desktop User 

HPC Head Node 

Broker Node(s) 

HPC Cluster 

Desktop Compute Cloud via  

Idle Workstation Cores 

Azure 

Azure Compute Instances 

Azure Compute Proxies 



Benefits of Technical Computing 

For Simulation and Engineering 

Geometric simplifications 

and reduced physics to 

keep model sizes small 

More detailed computations 

with high fidelity between 

analysis and reality  

(Memory – RAM) 

Single-point simulations, 

inability to consider 

parametric studies or  

design optimization 

Faster turnaround  

time, ability to affect  

technical computing process 

(Processors) 

Ability to consider multiple 

design options for 

comprehensive insight 

(Capacity) 

Long calculation 

turnaround, inability to get 

results in time to affect 

business decisions 

HPC Provides: Calculation Bottlenecks: 
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harnessing parallelism across client, cluster & cloud 

Client Cluster Cloud 
single node 

shared 
memory 

multiple nodes 
distributed memory 

multiple node 
distributed memory 
on demand capacity 
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